Ab initio theory of planetary materials
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Abstract. Ab initio simulations play an increasingly important role in the studies of deep planetary interiors. Here we review the current state of this field, concentrating on studies of the materials of the Earth’s deep interior (MgO—SiO2—FeO—Al2O3, Fe—Si—S—O) and of the interiors of giant planets (H—He system, H2O—CH4—NH3 system). In particular, novel phases and phase diagrams, insights into structural and electronic phase transitions, melting curves, thermoelasticity and the effects of impurities on physical properties of planet-forming materials are discussed.

1. Introduction

Physical processes at planetary surfaces intimately depend on the state of matter at the high pressures and temperatures existing within these bodies. Experimental and computational studies of planet-forming materials play an important role in modelling planetary interiors and enable a deeper physical understanding of planetary processes. Computational studies, which we review here, have the advantage that they can be performed even at those extreme P—T conditions where direct experiments are not feasible. Before reviewing such studies we give a very brief introduction to the physics of the Earth and giant planets (Jupiter, Saturn, Uranus and Neptune), referring the reader to an excellent book [1] for more details.

Internal structure

For the Earth, there is abundant geological evidence and robust seismological models (e.g., the Preliminary Reference Earth Model (PREM) — [2]), which give shear and compressional seismic wave velocities (vs and vP, respectively) density (ρ), and pressure (P) as a function of depth. Seismic tomography gives 3D-variations of seismic wave velocities in the mantle (e.g., Masters et al., 2000), which can in principle be translated into variations of composition and temperature (see [3, 4] for some of the first works).

The available information on giant planets is very limited: we know their masses, sizes, gravitational multipole moments, magnetic field strengths, luminosities, and the compositions of their atmospheres (see, e.g., [1]). Evolutionary models of these planets suggest that they may have
“rocky” cores weighing 1–15 Earth-masses, which in the early stages of planetary history triggered a gravitational instability in the surrounding gas clouds and condensation of a predominantly hydrogen-helium mixture in Jupiter and Saturn and a CH₄–NH₃–H₂O mixture in Uranus and Neptune. Giant planets do not have surfaces –– their atmospheres gradually become dense fluids (which comprise the largest part of these bodies). Boundaries between different regions (e.g., “molecular” and “metallic” layers in Jupiter and Saturn) may also be gradual –– in contrast to the sharp seismic boundaries within the Earth (Fig. 1). Fig. 2 summarises the present knowledge of the pressure-temperature relations and the composition of these planets.

**Chemistry**

The composition of the Earth is believed to be close to that of a devolatilised chondritic meteorite (Table 1), but there are many uncertainties: first of all, there are many versions of the “chondritic” model (see, e.g., [7, 9]); secondly, chondritic models may be just a first approximation, as some ratios (notably the Mg/Si ratio –– where the Earth may be depleted in Si relative to chondrite) seem to depart from chondritic values.

Velocity-density systematics (Birch’s law) and elemental abundances suggest that the mantle consists mainly of Mg-silicates with the average atomic number \( M = 21.3 \) [10], which when compared with \( M = 20.12 \) for MgSiO₃, 20.15 for MgO, and 20.13 for Mg₂SiO₄, implies \( \sim 10\% \) substitution of Mg by Fe. By similar arguments, the core is an Fe-rich alloy: for the liquid outer core Birch’s law gives \( M = 49.3 \) (Poirier, 2000) (cf the atomic mass of Fe which equals 55.8) implying the presence of 10 wt.% of lighter alloying elements; the inner core is solid, probably crystallising from the liquid outer core.

For Jupiter and Saturn, the main components are H and He with the expected ratio \([\text{He}/(\text{H} + \text{He})]_\text{prim} = 0.280 \pm 0.005\) by mass [11]. This is different from the measured atmospheric compositions: \([\text{He}/(\text{H} + \text{He})]_\text{Jupiter, atmosphere} = 0.238 \pm 0.007\) by mass [12]. The analogous ratio for Saturn is probably still lower: \([\text{H}/(\text{H} + \text{He})]_\text{Saturn, atmosphere} = 0.18 – 0.25\) by mass [13]. Perhaps, the most likely explanation of the differences between these numbers and the solar value is the unmixing in the H–He system at planetary conditions –– this can be viewed as a “rain-out” of the denser He into the interiors of planets. The H–He mixture is also present on Uranus and Neptune, but comprises only their atmospheres, the major parts of these planets consisting of a H₂O–NH₃–CH₄ mixture in the molar proportion 56 : 8 : 36.

**Energetics**

The energetics of the Earth has been a topic of great and long-standing interest. The main source of the Earth’s heat is presently the radioactive decay of U, Th, and \(^{40}\)K, but in the past the gravitational separation of the core and other factors were of importance. The present-day heat flux from the surface of the Earth is 40–44 TW [14] –– this, together with the energy needed to maintain the core dynamo, is balanced by radiogenic heat generation, by cooling of the Earth’s interior, and possibly also by the crystallisation of the inner core. An understanding of the precise balance of these contributions is needed to understand the dynamics of the Earth and the age of the inner core. Uncertainties still exist however, as for example, under high pressure K becomes a d-element, which might facilitate its fractionation into the core –– thus creating an important source of radiogenic energy (radioactive \(^{40}\)K isotope) within the core.

For giant planets the main source of heat generation is almost certainly gravitational. In Jupiter and Saturn this would be the gravitational sinking of He. In Neptune (and possibly Uranus, although the heat flux from Uranus is much smaller –– [15]) the energy source might be the gravitational energy released at sinking of diamond produced by decomposition of CH₄ at high pressures and temperatures.

**Magnetic fields**

All planetary magnetic fields are generated by convection of electrically conducting layers inside the planets –– the metallic Fe-rich outer core of the Earth, fluid metallic hydrogen inside Jupiter and Saturn, ionically conducting fluid H₂O–NH₃–CH₄ system in Uranus and Neptune. The magnetic fields of the latter planets are very eccentric and much weaker than Jupiter’s and Saturn’s. An illuminating discussion of these “strange” magnetic fields was given in [16].

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>O</td>
<td>20.10</td>
<td>3.73</td>
<td>2.9</td>
<td>3.63</td>
<td>3.63</td>
<td>3.68</td>
</tr>
<tr>
<td>Na</td>
<td>0.06</td>
<td>0.06</td>
<td>0.12</td>
<td>0.03</td>
<td>2·10⁻³</td>
<td>0.02</td>
</tr>
<tr>
<td>Mg</td>
<td>1.08</td>
<td>1.06</td>
<td>0.09</td>
<td>0.97</td>
<td>1.09</td>
<td>1.24</td>
</tr>
<tr>
<td>Al</td>
<td>0.08</td>
<td>0.09</td>
<td>0.36</td>
<td>0.17</td>
<td>0.06</td>
<td>0.12</td>
</tr>
<tr>
<td>Si</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>S</td>
<td>0.52</td>
<td>–</td>
<td>8·10⁻⁴</td>
<td>6·10⁻⁴</td>
<td>5·10⁻⁵</td>
<td>2·10⁻³</td>
</tr>
<tr>
<td>Ca</td>
<td>0.06</td>
<td>0.06</td>
<td>0.14</td>
<td>0.12</td>
<td>0.05</td>
<td>0.09</td>
</tr>
<tr>
<td>Fe</td>
<td>0.9</td>
<td>0.9</td>
<td>0.11</td>
<td>0.14</td>
<td>0.14</td>
<td>0.16</td>
</tr>
<tr>
<td>Ni</td>
<td>0.05</td>
<td>–</td>
<td>3·10⁻⁵</td>
<td>3·10⁻³</td>
<td>4·10⁻³</td>
<td>3·10⁻⁵</td>
</tr>
</tbody>
</table>

**Table 1.** Abundances of some chemical elements (in atoms per 1 atom Si).
Dynamics

Convection is the predominant mode of dynamics and heat transport inside planets. In the Earth, the outer core and mantle are separately convecting (it might be that the mantle convects as two or more separate systems, or as a single system with an internal barrier at 670 km), and their boundary is a thermal boundary across which heat is transported mainly by conduction. Mantle convection is the physical mechanism behind plate tectonics. Giant planets are characterised by very vigorous convection, perhaps with the exception of Uranus, where convection seems to be hindered.

For a convecting system like the mantle and outer core, the average temperature increases with depth adiabatically (fast convection) or superadiabatically (slow convection). The adiabatic compression law is:

\[
\left( \frac{\partial \ln T}{\partial \ln \rho} \right)_S = \gamma
\]

where \( T \), \( \rho \) and \( \gamma \) are the temperature, density, and the Grüneisen parameter, respectively.

2. Earth’s interior

2.1 Lower mantle

\( (P = 24–136 \text{ GPa}, T = 1600–4200 \text{ K}) \)

Mineralogy of the Earth’s mantle has been reviewed in [17]. The traditional pyrolite model includes \( \sim 75 \text{ vol}\% (\text{Mg,Fe})\text{SiO}_3 \) perovskite, \( \sim 20\% \) magnesiowüstite \((\text{Mg,Fe})\text{O}\), \( \sim 5\% \) CaSiO\(_3\) perovskite. Other relevant materials include SiO\(_2\) and Al\(_2\)O\(_3\) polymorphs, FeO, and various aluminous phases. Recently, it was discovered that at conditions of the D\(''\) layer (i.e. lowermost \( \sim 150 \text{ km of the mantle} \)), a post-perovskite phase of MgSiO\(_3\) with the layered CaIrO\(_3\)-type structure is stable [18, 19].

Periclase (MgO)

At ambient conditions MgO crystallises in the NaCl (“B1”) structure that type, which is remarkably stable: this is the only structure that has ever been observed for MgO, although experiments have explored pressures up to 227 GPa [20] and all the way up to the melting temperature. It is expected that under extreme pressure the CsCl-type (“B2”) structure will become stable, but the best theoretical calculations [21–25] indicate that the pressure of such a transition is very high, \( \sim 510 \text{ GPa} \).

Table 2 gives a summary of the calculated properties (lattice parameter and volume, bulk modulus and its pressure derivatives, B1–B2 transition pressure \( (P_{tr}) \), dielectric constants, heat capacity, and entropy) of MgO in comparison with experiment, with overall good agreement.

Theory and experiment [25, 28–31] show large departures of the elastic constants from the Cauchy law, indicating the importance of many-body interactions. The B1–B2 phase boundary has been calculated in [24, 32, 33], but only the calculation in [24] was fully ab initio, performed within density-functional perturbation theory [34, 35]. The resulting phase diagram (Fig. 3) shows that at all conditions of the Earth’s interior MgO has the NaCl (“B1”) structure.

Fig. 4 shows the calculated [24] phonon dispersion curves for MgO; the agreement with experiment is excellent. These lattice-dynamical calculations showed that zero-point energy would lower the B1–B2 transition pressure by 16 GPa, an unusually large correction. According to the calculations, the B2 phase is dynamically unstable at all pressures below 110 GPa. This means that this phase, when synthesised in its stability field, cannot be decompressed to a pressure lower than 110 GPa – as at lower pressures it would spontaneously transform back into the NaCl-structured phase.

In the lower mantle MgO will contain some 10–20 mol% Fe. It has been shown experimentally [36] that between 60–70 GPa magnesiowüstite \((\text{Mg}_{0.83}\text{Fe}_{0.17})\text{O}\) undergoes a transition associated with high-spin to the low-

\[1\] In high-pressure literature this phase is commonly called magnesiowüstite (or, sometimes, ferropericlase), while it would be more correct to call it “Fe-bearing periclase”. Here, we follow the more common notation.

![Phase diagram of MgO (adapted from [24]). Calculations [24]: solid black line – result of integration of the Clapeyron slopes, solid circles – direct calculations, open square – static transition pressure.](image)

Table 2. Physical properties of MgO (B1 structure).

<table>
<thead>
<tr>
<th>( a_0 ) Å</th>
<th>( K_0 ) GPa</th>
<th>( K'_0 )</th>
<th>( K''_0 ), GPa(^{-1} )</th>
<th>( P_{tr} ), GPa</th>
<th>( \epsilon_{\infty} )</th>
<th>( \epsilon_0 )</th>
<th>( C_V (300 \text{ K}) ), J \text{ mol}^{-1} \text{ K}^{-1} )</th>
<th>( S (300 \text{ K}) ), J \text{ mol}^{-1} \text{ K}^{-1} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>GGA [25]</td>
<td>4.253</td>
<td>150.6</td>
<td>4.103 (–0.027)</td>
<td>509</td>
<td>2.95</td>
<td>9.64</td>
<td>36.87 [27]</td>
<td>27.13 [27]</td>
</tr>
<tr>
<td>Exp.</td>
<td>4.212</td>
<td>160.2</td>
<td>3.99 [26] (–0.024) [26]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 3. Phase diagram of MgO (adapted from [24]). Calculations [24]: solid black line – result of integration of the Clapeyron slopes, solid circles – direct calculations, open square – static transition pressure.
spin transition of Fe$^{2+}$ ions. This transition could have a large effect on the elastic properties and could cause a seismic discontinuity within the lower mantle. Disproportionation of (Mg,Fe)O has been claimed in some experiments [37], but was not seen in others [38].

SiO$_2$ polymorphs

It is well established that stishovite, a rutile-structured phase stable above 8 GPa, becomes mechanically unstable at $\sim$50 GPa and, through a second-order transition, distorts into an orthorhombic CaCl$_2$-structured phase [39–49]. At $\sim$90 GPa the $\alpha$-PbO$_2$ structure polymorph becomes stable [41–43, 46, 49–51]. The sequence of phase transformations stishovite $\rightarrow$ CaCl$_2$ structure $\rightarrow$ $\alpha$-PbO$_2$ structure reveals the tendency towards more geometrically regular close packing of the component anions. However, according to theoretical predictions [41–43, 49], a phase with the pyrite structure becomes thermodynamically stable at $\sim$210 GPa; this structure cannot be described as being based on a close packing of spherical anions, yet it is very dense (compared with the close-packed $\alpha$-PbO$_2$ structure, it is 4.6% denser at 0 GPa and 3.2% denser at the transition pressure). The name “pyrite structure” is rather nominal in this case: the “dumbbell” O–O distances are quite long, perhaps too long to be counted as true bonds, 2.385 Å at 0 GPa and 2.043 Å at 260 GPa. Analogous pyrite-type structures have been experimentally found at high pressure in SnO$_2$, RuO$_2$, PbO$_2$ [52] and GeO$_2$ [53]. Topological analysis of electron density [54] shows that SiO$_2$ phases are significantly ionic (zero-pres-
sure charges of Si are: +3.23 in stishovite,\(^2\) +3.20 in the \(\alpha\)-PbO\(_2\)-like phase, and +3.17 in the pyrite-type phase\(^3\) [49]. The relative enthalpies of the different phases and the calculated phase diagram are shown in Fig. 5.

**Al\(_2\)O\(_3\) polymorphs**

Both theoretical [56–58] and experimental [59, 60] work has demonstrated that at 80–100 GPa Al\(_2\)O\(_3\) transforms from the corundum structure into the Rh\(_2\)O\(_3\)(II) structure (Fig. 6). This transition, just like the \(\alpha\)-PbO\(_2\) – pyrite structure transition in SiO\(_2\), shows a breakdown of anion close packing at high pressure. Close packing can be violated when electronic transitions occur or when coordination numbers of cations become incompatible with close-packed anion arrangements, which have only 2-, 3-, 4-, and 6-coordinated sites. However, none of these phenomena take place in SiO\(_2\) and Al\(_2\)O\(_3\). One could speculate that in the high-pressure phases of SiO\(_2\) and Al\(_2\)O\(_3\) anions are no longer spherical and therefore ideas of close packing of spheres are irrelevant. Irregular shapes of atoms (which can be defined in Bader theory – [54]) are energetically expensive, but can result in a higher density – and it is the crystal density that ultimately determines the high-pressure structural stability. The high pressure behaviour of Al\(_2\)O\(_3\) and SiO\(_2\) show the limitations of the traditionally widely applied principle of close packing of spheres. Above 130 GPa, Al\(_2\)O\(_3\) adopts a CaIrO\(_3\)-type structure, isotypical with that of post-perovskite phase of MgSiO\(_3\) [58].

**Al\(_2\)SiO\(_5\) polymorphs**

It had been claimed [61] that at high temperatures and pressures a V\(_3\)O\(_5\)-like phase of Al\(_2\)SiO\(_5\) (where both Al and Si are in the octahedral coordination, see Fig. 7) becomes stable and that this phase would be the main Al-containing mineral in the lower mantle, however subsequent experimental [62] and theoretical [63] studies found that Al\(_2\)SiO\(_5\) polymorphs break down into the mixture of Al\(_2\)O\(_3\) and SiO\(_2\) above \(\sim\)10 GPa.

In the Earth, it is most probable that Al is hidden in MgSiO\(_3\) perovskite\(^3\) as an impurity [71], though in Al-rich subducted slabs individual aluminous phases cannot be ruled out – such as MgAl\(_2\)O\(_4\) in the CaFe\(_2\)O\(_4\) and CaTi\(_2\)O\(_4\) structures [72, 73], or a hollandite-type modification of (Ca,Mg)Al\(_2\)Si\(_2\)O\(_8\) [74].

Metastable compression of sillimanite and andalusite to 38 GPa and 52 GPa, respectively, was predicted to lead to interesting new metastable phases [75]: amorphisation was predicted for andalusite, and an isosymmetric transition for sillimanite. The metastable isosymmetric transition in

---

\(^2\) Kirfel et al. [55] found the following Bader charges in stishovite: +3.39 (Si) and –1.69 (O) from experimental charge densities and +3.30 (Si) and –1.65 (O) from GGA calculations (our numbers were based on LDA densities).

\(^3\) The expected \(~\sim\)5–10 mol% of Al impurities in perovskite can have a significant effect on the partitioning of Fe between perovskite and magnesiumwüstitite [64], probably due to coupled Al\(^{3+}\)=Fe\(^{2+}\) substitutions in the perovskite structure [65, 66]. The effect of Al impurities on the compressibility of perovskite is still an open question [67–70].
sillimanite (both phases have Pbnm symmetry) was predicted to be first order, reversible with a hysteresis, and with the high-pressure phase having Si atoms and half of the Al atoms in the 5-fold coordination (Fig. 8).

FeO

Despite its apparent simplicity, FeO is currently one of the most challenging materials for theoretical studies. At low pressures it is always non-stoichiometric (at high pressure non-stoichiometry is believed to be suppressed) and, when cooled below ~200 K its NaCl-type structure antiferromagnetically orders and develops a rhombohedral distortion, measured by the deviation of the primitive cell angle \( \alpha \) from 60° (Table 3). FeO is an insulator, but LDA and GGA calculations show a finite density of states at the Fermi level, characteristic of a metal. Moreover, such simulations erroneously predict an antiferromagnetic ant NiAs structure to be the lowest-energy phase. Different theoretical [76–81] and experimental [82, 83] works on the high spin – low spin transition in the distorted NaCl structure produced very different results. Perhaps the simplest way to treat Mott insulators (such as FeO) is the DFT + U method, its simplest formulation being due to Dudarev et al. [84, 85]. Interestingly, GGA + U calculations give two different solutions for antiferromagnetic FeO – those with the rhombohedral and monoclinic symmetries [81].

CaSiO₃ perovskite

For a long time, this mineral was considered to be cubic, but recent high-pressure experiments [88, 89] determined a tetragonal symmetry. While pseudopotential calculations [90, 91] have led to the conclusion that the structure is cubic, all-electron calculations [92–94] (and also a more approximate study [95]) show that the minimum-energy structure is orthorhombic or tetragonal. This could indicate technical problems with earlier pseudopotential calculations – such as poor treatment of semicore states, ghost states problems, etc. – which can be serious for Ca [96, 97]. Although the expected structural distortion in CaSiO₃ perovskite is small, the effect on its physical properties could be large: Stixrude et al. [93] even related a tetragonal-cubic transition in CaSiO₃ perovskite with a minor seismic discontinuity observed at the 1200 km depth (e.g., [98]).

MgSiO₃ perovskite

MgSiO₃ perovskite, the mineral dominating the Earth’s lower mantle, has been a subject of a number of detailed theoretical and experimental studies. Since the first ab initio works on this material [99–102] great progress has been made in theoretical methodology. Both early and later investigations [3, 103, 104] have confirmed that MgSiO₃ perovskite has the Pbnm symmetry at all conditions of the Earth’s mantle. This rules out a cubic (Pn\(\bar{m}3m\)) perovskite phase that was expected to be a superionic electrical conductor [105, 106] due to diffusion of O\(^{2-}\) ions. A dynamical “snapshot” of the orthorhombic structure of MgSiO₃ perovskite at 88 GPa and 3500 K is shown in Fig. 9.

Orthorhombic MgSiO₃ perovskite has been found by most researchers (e.g., [107–109]) to be stable throughout the \( P-T \) regime of the lower mantle, but research has been reported suggesting it decomposes into MgO + SiO₂ at lower mantle conditions [110]. Such decomposition would have dramatic implications for the structure, dynamics, and chemistry of the mantle. Ab initio simulations, however, suggest that perovskite is stable to decomposition at lower mantle \( P-T \) conditions, and that both pressure and temperature stabilise it relative to the oxides ([111], see Fig. 10).

Detailed calculations of the elastic constants of MgSiO₃ perovskite as a function of pressure [104, 112, 113] and temperature [3, 114, 115] agree well with experimental data [116, 117], and provide reliable information at extreme conditions. These calculations constitute one of the basic sources of information for interpretationing the

---

**Table 3. Structure of FeO.**

<table>
<thead>
<tr>
<th>Property</th>
<th>LDA</th>
<th>GGA</th>
<th>Experiment</th>
</tr>
</thead>
<tbody>
<tr>
<td>( V_0 ), Å(^3)</td>
<td>142.50</td>
<td>155.81</td>
<td>165.20(^*)</td>
</tr>
<tr>
<td>( a_0 ), GPa</td>
<td>6.277</td>
<td>6.385</td>
<td>6.236(^a)</td>
</tr>
<tr>
<td>( \alpha^c )</td>
<td>51.9</td>
<td>53.4</td>
<td>58.4(^a)</td>
</tr>
<tr>
<td>( \mu_{\text{Fe}} )</td>
<td>3.09</td>
<td>3.25</td>
<td>3.32 [87]</td>
</tr>
</tbody>
</table>

\( a^a\): Structural parameters for the rhombohedral cell are extrapolations of data [86] at 90 K.
seismic models of the Earth’s lower mantle. The first theoretical determination of the temperature derivatives of seismic wave velocities at lower-mantle pressures and temperatures [3] has also been used for interpreting seismic tomography data in terms of temperature variations in the lower mantle. The results implied large lateral temperature contrasts within the mantle, reaching 2000 K near the core-mantle boundary.

The calculated Grüneisen parameters $\gamma(V)$ of MgSiO$_3$ perovskite [3, 104] and MgO [25] allowed Oganov et al. [118] to estimate the lower mantle adiabat (Eq. 1), which turned out to be quite similar to the classical geotherms [119, 120]. The resulting thermal model [118] of the lower mantle is shown in Fig. 11.

It can be seen that our maximum mantle temperature matches well an independent estimate of the temperature of the core at the boundary with the mantle [123]. Comparing our temperatures with experimental solidus of pyrolite [124], one can expect some degree of partial melting, restricted only to the hottest regions in the very bottom of the lower mantle. This agrees with seismological observations [125].

Post-perovskite MgSiO$_3$: a recent discovery

The lowermost ~150 km of the mantle, the so-called D" layer, has long been known to show anomalous seismic features, such as strong seismic anisotropy, anticorrelation between bulk and shear seismic wave velocities, and the presence of a seismic discontinuity at top of the D" layer. These features could not be explained by traditional mineralogical models, and in fact there was geophysical evidence [126] for some phase transition as the cause of the D" discontinuity. In 2002–2003 S. Ono and colleagues performed important experiments on Fe$_2$O$_3$ and found [127] that above 60 GPa iron oxide transforms into a new phase with a CaIrO$_3$-type $Cmcm$ layered structure (Fig. 12a). This was very surprising, because layered structures are usually destroyed by high pressure producing framework structures. Since MgSiO$_3$ and...
Fe₂O₃ have very similar high pressure behaviour (namely, the sequence of high-pressure phase transitions: corundum-perovskite-CaIrO₃), Ono et al. [127] suggested that a CaIrO₃-type phase could be stable for MgSiO₃ at pressures beyond the perovskite stability field. Subsequently, the new phase of MgSiO₃ was found in a joint theoretical and experimental study [18] where the predicted phase diagram (Fig. 12b) guided experimental synthesis (which fully confirmed the calculations). This phase was independently discovered in another experimental study [19]. Ab initio calculations of [18] and works that followed the initial discovery of [18, 19] demonstrate that many seismic anomalies known for the D″ layer (at least, the D″ discontinuity and its topography, seismic anisotropy, anomalous v_p/v_s anticorrelation and v_p/v_s correlation) are explained by the elastic properties of the new phase and the large Clapeyron slope (8–10 MPa/K) of the perovskite/post-perovskite equilibrium line.

2.2 CORE (P = 136–365 GPa, T = 4000–6000 K)

As discussed above, it is well established that the core is an Fe-rich alloy. This is contrary to the interesting hypothesis put forward by W. H. Ramsey in 1949 that the Earth’s dense core is not chemically different from the mantle. Rather, he suggested that at high pressure (136–365 GPa in the core) silicates of Mg, Al, and Ca are transformed into ultradense metallic forms. This idea is geochemically not viable, and was not supported by experiments (see [128]) or theoretical calculations (see, e.g., [129]): mantle silicates and oxides remain insulating and never adopt superdense structures or become metallic at the Earth’s core conditions. For example, Oganov et al. [24] predicted metallization of MgO at the pressure of 21 TPa (in the CsCl-type structure), more than 50 times higher than the pressure at the centre of the Earth. The calculated valence electron density distribution in that metallic CsCl-structured form of MgO is shown in Fig. 13. Metallization can be viewed as being due to band overlap; in real space it is marked by the large overlap of valence electron densities of the neighbouring oxygen atoms seen in Fig. 13.

The fact that the core is largely composed of Fe was firmly established as a result of Birch’s [130] analysis of mass-density/sound-wave velocity systematics. Today we believe that the outer core is about 6 to 10% less dense than pure liquid Fe, while the solid inner core is a few percent less dense than crystalline Fe [131]. From cosmochronological and other considerations, it has been suggested [132–134] that the alloying elements in the core might include S, O, Si, H and C. It is also probable that the core contains minor amounts of other elements, such as Ni and K. The exact temperature profile of the core is still controversial [135], but it is generally held that the inner core is crystallising from the outer core as the Earth slowly cools, and that (as a result of the work outlined below) core temperatures are in the range ∼4000–5500 K, while the pressure at the centre of the Earth is ∼360 GPa.

Before we can even begin to provide a materials based interpretation of the composition and structure of the core, we must understand the behaviour of its primary constituent (Fe) under core conditions. At ambient conditions, Fe is crystalline and has a body-centred cubic (bcc) structure. This transforms with temperature to a face centred cubic (fcc) form, and with pressure transforms to a hexagonal close packed (hcp) phase, ε-Fe. The high P/T phase diagram of pure iron itself however is still controversial (see the discussions in [136, 137]). Various diamond anvil cell (DAC) based studies have been interpreted as showing that hcp Fe transforms at high temperatures to a phase which has variously been described as having a double hexagonal close packed structure (dhcp) [138] or an orthorhombically distorted hcp structure [139]. Furthermore, high pressure shock experiments have also been interpreted as showing a high pressure solid-solid phase transformation [140, 141], which has been suggested could be due to the development of a bcc phase [142]. Other experimentalists, however, have failed to detect such a post-hcp phase [143, 144] and have suggested that the previous observations were due either to minor impurities or to metastable, strain-induced behaviour.

Further progress in interpreting the nature and evolution of the core would be severely hindered if the uncertainty concerning the crystal structure of the core’s major chemical component remained unresolved. An alternative approach to this problem, however, is to use ab initio calculations, which have been shown to provide an accurate means of calculating the properties of materials at high P and T. Thus, Vočadlo et al. [145] carried out a series of calculations to determine ab initio the stable phase of Fe. They performed spin polarized simulations on candidate phases (including a variety of distorted bcc and hcp structures and the dhcp phase) at pressures ranging from 325 to 360 GPa. These revealed, in agreement with Söderlind et al. [146] that at core pressures only bcc Fe has a residual magnetic moment and all other phases have zero magnetic moments. Vočadlo et al. [145] found that at core pressures and zero temperature, both the bcc and the suggested orthorhombic polymorph of iron are mechanically unstable. The bcc phase can be continuously transformed to the fcc phase (confirming the findings of [147]), while the orthorhombic phase spontaneously transforms to the hcp phase, when allowed to relax to a state of isotropic
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stress. In contrast, *hcp*, *dhcp* and *fcc* Fe remain mechanically stable at core pressures, and Vočadlo et al. [145] were therefore able to calculate their phonon frequencies and free energies. They concluded that, on the basis of lattice dynamic calculations over the whole $P - T$ space investigated, the *hcp* phase of Fe has the lowest Gibbs free energy, and is therefore the stable form of Fe under core conditions, indicating that the true phase diagram for Fe is simpler than previously suggested.

**The high P melting of Fe**

Having shown how *ab initio* calculations can be used to establish the sub-solidus phase relations in high $P$ Fe, we now consider its high $P/T$ melting behaviour. The temperature distribution in the core is poorly constrained and consequently a reliable estimate of the melting temperature of Fe at the pressure of the inner-core boundary (ICB) would be valuable. There is much controversy over the high $P$ melting behaviour of Fe [155], with estimates of the $T_m$ of Fe at ICB pressures ranging between $\sim 4500$ K to $\sim 7500$ K.

Since both calculations and recent experiments suggest that Fe melts from the $\varepsilon$-phase in the pressure range immediately above 60 GPa, we focus here on the equilibrium between *hcp* Fe and liquid Fe. The condition for two phases to be in thermodynamic equilibrium at a given temperature and pressure is that their Gibbs free energies, $G(P, T)$, are equal. To determine $T_m$ at any pressure, it is necessary to calculate $G$ for the solid and liquid phases as a function of $T$ and determine where they are equal. In fact, the Helmholtz free energy, $F(V, T)$, is generally calculated as a function of volume, $V$, and hence the pressure is obtained through the relation $P = -(\partial F/\partial V)_T$ and $G$ through its definition, $G = F + PV$.

The ability of *ab initio* methods to provide accurate estimates of $T_m$ was confirmed by studies on Al [156, 157], where it was possible to successfully reproduced the high $P$ melting behaviour of that element. Using a similar approach, Alfè et al. [148, 149] calculated $T_m$ of Fe (as shown in Fig. 14), and they conclude that Fe melts at ICB pressures between 6200 and 6350 K. For pressures $P < 200$ GPa (the range covered by DAC experiments) the *ab initio* curve lies $\sim 900$ K above the experimental values of Boehler [152] and $\sim 200$ K above the more recent values of Shen et al. [143] (who stress that their values are only a lower bound to $T_m$). The *ab initio* curve falls significantly below the shock-based estimates for the $T_m$ of Yoo et al. [153], in whose experiments temperature was deduced by measuring optical emission (however, the difficulties of obtaining temperature by this method in shock experiments are well known), but accords almost exactly with the shock data values [141, 144].

**The composition and temperature of the core**

The computational strategy recently used [135] for constraining the impurity fractions and the temperature of the core is based on the supposition that the solid inner core is slowly crystallising from the liquid outer core, and that therefore the inner and outer core are in thermodynamic equilibrium at the ICB. This implies that the chemical potentials of Fe and of each impurity must be equal on the two sides of the ICB. If the core consisted of pure Fe, equality of the chemical potential (Gibbs free energy in this case) would tell us only that the temperature at the ICB is equal to the melting temperature of Fe at the ICB pressure of 330 GPa. With impurities present, equality of the chemical potentials for each impurity element imposes a relation between the mole fractions in the liquid and the solid, so that if one simply considers S, O and Si, there are three such relations. But these three relations must be consistent with the accurate values of the mass densities in the inner and outer core deduced from seismic and free-oscillation data.

Alfè et al. [135] performed simulations at constant volume and temperature on systems of 64 atoms; the duration of the simulations after equilibration was typically 6 ps in order to reduce statistical errors to an acceptable level. Their results reveal a major qualitative difference between O and the other two impurities. For S and Si the chemical potential is almost the same in the solid and the liquid, the differences being at most 0.3 eV, i.e. markedly smaller than $k_B T \sim 0.5$ eV; but for O the difference of the chemical potential between solid and liquid is $\sim 2.6$ eV, which is much bigger than $k_B T$. This means that added O will partition strongly into the liquid, but added S or Si will have similar concentrations in the two phases.

Their simulations of the chemical potentials of the alloys can be combined with simulations of their densities to investigate whether the known densities of the liquid and solid core can be matched by any binary Fe$\text{xc}$/ system, with $x = S$, O or Si. Using their calculated partial volumes of S, Si and O in the binary liquid alloys, they find that the mole fractions required to reproduce the liquid core density are 16, 14 and 18% respectively (Fig. 15, panel (a) displays the predicted liquid density as a function of concentration, $c_x$, compared with the seismic density). Their calculated chemical potentials in the binary liquid and so-

![Fig 14. The calculated high P melting curve (solid black line) of Fe by Alfè et al. [148, 149] passes through the shock wave datum (open blue circle) [141]. Data shown includes: melting curve corrected for the GGA pressure error (black dashed line) [149], Belonoshko’s melting curve (dark gray line) [150] and melting data corrected for errors in potential fitting (black dots), Laio et al. [151] melting curve (light gray line), Boehler’s DAC curve (gray dashed line) [152], Shen’s data (diamonds) [143], Yoo’s shock data (open squares) [153], Williams’s melting curve (pale gray dashed line) [154].](image-url)
With the calculated impurity chemical potentials, the Gibbs-Duhem relation can be used to compute the liquidus temperature of the core alloy as being between 700 and 800 K lower than the melting temperature of pure Fe, and hence Alfè et al. [135] calculate that the Earth’s temperature at the ICB to be between 5400 and 5650 K. Using this calculated value for the ICB temperature, and their ab initio values for the Grüneneisen parameter, $\gamma$, for liquid Fe along the outer core adiabat [160] it is possible to determine the core temperature at the CMB, from the adiabatic temperature gradient, as being between 3950 and 4200 K.

**Possible structure of the inner core**

The conventional interpretation of the origin of the seismic anisotropy of the inner core is based on the idea of the development of partial alignment of the elastically anisotropic crystals of hcp Fe. The static elastic constant of hcp Fe were first calculated by Stixrude and Cohen [147]. The low temperature elastic constants of hcp Fe at 39 and 211 GPa were measured in an experiment reported by Mao et al. [161]. The overall agreement between the experimental and various ab initio studies is very good and calculated values compare well with experimental data at higher pressures, but discrepancies at lower pressures are probably due to the neglect of magnetic effects in the simulations.

The effect of temperature on the elastic constants of Fe was reported by Steinle-Neumann et al. [211] based on calculations using the approximate “particle in a cell” method. With increasing temperature, they found a significant change in the $\varepsilon/a$ axial ratio of the hcp structure, which in turn caused a marked reduction in the elastic constants $c_{33}$, $c_{44}$ and $c_{66}$. This led them to conclude that increasing temperature reverses the sense of the single crystal longitudinal anisotropy of hcp Fe, and that the anisotropy of the core should now be viewed as being due to hcp Fe crystals having their c-axis presumably aligned equatorially, rather than axially as originally suggested [147]. However, the ab initio determination of high $T$ elastic constants is very difficult. Recent calculations [211] have failed thus far to reproduce the strong effect of temperature on $\varepsilon/a$ reported in [211], and if this result is confirmed by more precise molecular dynamic simulations, then it will have important implications for the interpretation of the seismic tomography of the inner core.

The nature of inner core anisotropy has recently been shown to be more complex than previously thought, and Beghein and Trampert [163] have shown that free oscillation data cannot be simply interpreted in terms of the elastic properties of hcp Fe as reported in [211]. Furthermore, the assumption that hcp Fe is the thermodynamically stable polymorph of Fe at the high temperatures found in the inner core has also been recently questioned [140]. In spite of the arguments in favour of hcp Fe, it has been proposed by a number of workers that bcc Fe might be the stable high $P/T$ phase [142, 164]. A strong argument in favour of the stability of bcc Fe under these conditions is that a number of transition metals (e.g. Ti, Zr) are known to transform from close-packed structures to the bcc structure at temperatures just below their melting...
curve. However, until recently it appeared that theoretical calculations had ruled out the bcc structure as a candidate for the stable phase of Fe in the core. As reviewed in [137], this was because ab initio calculations have shown that the bcc structure becomes elastically unstable at pressures above ~150 GPa, and that the enthalpy of the perfect bcc structure is considerably higher than that of the hcp phase. However, these arguments are not conclusive because they are based on athermal or lattice dynamical ab initio calculations, which because of the dynamical instability of bcc Fe cannot be used to determine entropic effects at high pressures. In the past, computing limitations prevented a more sophisticated analysis, but recent methodological developments mean that it is now possible accurately to address these thermal effects.

Thus, to resolve the controversy over the effect of temperature on the stability of bcc Fe, Vočadlo et al. [160] recently performed ab initio molecular dynamics calculations on bcc Fe to simulate directly its behaviour at the high temperatures relevant to the Earth’s inner core. They found that in all cases $F_{bcc} > F_{hcp}$, and so as previously concluded (on the basis of lattice dynamical as opposed to molecular dynamical calculations) pure Fe adopts the hcp structure at core pressures and temperatures. However, the differences in free energies are small (33–58 meV/atom along $T_m$). The Earth’s inner core is known not to be made of pure Fe, but is expected to be alloyed with between 5 to 10 mol% of a lighter element. It is argued that, either separately or together, S and Si are two of the most probable light elements alloyed with Fe in the core. Recent experiments [165] have shown that at high pressures FeSi crystallises with the CsCl-structure (i.e. has identical atomic co-ordinates to bcc-Fe), and it has been found that at low concentrations Si favours the formation of bcc Fe over the hcp polymorph [166, 167]. Vočadlo et al. [160] therefore investigated the energetic effect of the substitution of S and Si in bcc and hcp Fe at representative core densities. They found that the enthalpies of the S and Si defects are respectively 1.4 and 1.2 eV per defect atom more stable in the bcc structure than in the hcp phase. Therefore, for example, a 5 mol% concentration of Si in Fe, would stabilise the bcc phase by 60 meV. Thus, they conclude that the presence of S or Si as the light impurity element in the core, at appropriate concentrations, could favour the formation of a bcc- rather than an hcp-structured Fe alloy phase at temperatures just below $T_m$ at inner core pressure. The presence of a bcc-structured alloy may, therefore, be a candidate for explaining the observed seismic complexity of the inner core recently reported in [163], however more work on the high T elasticity of this and other candidate phases is needed before the seismic anisotropy of the inner core can be fully understood.

3. Giant planets

3.1 Jupiter and Saturn

Whether a planetary core exists in Jupiter and Saturn is not known for certain and its composition would be any-way unconstrained, so studies of the mineralogy of the giant planets have so far focused solely on the effects of pressure and temperature on hydrogen and on hydrogen/ helium mixtures. Saturn emits more heat than it absorbs from the Sun. One of the possible explanations for this anomalous luminosity is the energy released by gravitational differentiation of helium from hydrogen, with He gradually sinking towards the interior [168]. This is consistent with analyses of Voyager data that suggest a depletion of He from the Saturn’s surface, with an atmospheric value of about 4–7.5% molar fraction (15–25% mass fraction, to be compared with an overall planetary value of 28%, as determined from the abundance of the primordial solar system) [13, 169]. The density profile of giant planets is poorly constrained (but the spacecraft Cassini is expected to refine the values of Saturn’s gravitational moments $J_4$ and $J_6$, and thus to add better contraints on its density profile during this year’s flyby). This poses important limitations not only to structural, but also to evolution models of giant planets, with implications for the history of the Solar System as a whole. Suggestions have been made that hydrogen could undergo a pressure-induced first-order transition, referred to as the plasma phase transition (PPT), possibly connected with molecular dissociation and/or metallization [170]. A first-order phase transition would have profound consequences on the planetary evolution and structure, if present [168]. First, it would generate an abrupt density and entropy jump at the transition pressure (depth). A density jump would affect primarily the internal modes, and might therefore be very difficult to detect. On the contrary, a jump in entropy would alter estimates of the central temperature by up to a factor of two. Moreover, a first-order phase transition in hydrogen would also affect strongly the partitioning of dissolved Helium, and would provide a likely reason for the helium rain-out described above. Finally, Jupiter and Saturn have magnetic fields, which is in the case of Jupiter is about 10 times stronger, at the surface, than the Earth magnetic field. The field is thought to originate from electrical currents generated by the pressure- and temperature-induced metallization of hydrogen.

Because the conditions found inside Jupiter and Saturn are more extreme than those found inside the Earth, computer simulations have been instrumental to shed light on some of the open issues highlighted above. We start our review of compressed hydrogen by describing how first-principle simulations have helped determining the high-pressure and high-temperature phase diagram of hydrogen, in more general terms. This is now known to consist of a low-pressure phase I where molecules are centered on the sites of an hcp lattice, but are free to rotate around their center of mass, of an intermediate broken-symmetry phase II, where molecular rotations are hindered by the crystal field, of a high-pressure phase III, characterized by a strong infrared activity, and by one (or more) liquid phase(s) above melting. A large number of works have focused on the low-temperature portion of the phase diagram. Simulations on H$_2$ at low temperature are particularly challenging because of the need to include the possibility that the unit cell be large [171], combined with the very large number of points needed to sample the Brillouin zone [172]. This required the development of a new
method for Brillouin zone integration, based on perturbation theory [173]. Simulations in phase II have helped to understand its crystal structure, which on the basis of molecular dynamics within the GGA is either $Pca_{21}$ or $P2_{1}c_{1}$ [174]. Simulations in phase III have suggested that the infrared activity might be due to a grouping of molecules in triplets [175]. More recently, it has been shown that most of the structures proposed so far are actually unstable mechanically, whereas structures with a layered triangular-like arrangement of molecules might be favored [176]. None of the above simulations has attempted to study the insulator-metal transition, expected to occur at sufficiently elevated pressures, because of intrinsic problems in the LDA (or GGA) approximation close to the metallic transition [177]. All the simulations described so far have assumed that the nuclei (protons) behave as classical particles, i.e. they obey Newton’s equation. This approximation is not fully correct for hydrogen, where quantum effects are certainly important, e.g. in preserving rotational disorder in phase I down to very low temperatures. Path-integral MD simulations [178, 179] in phases I, II, and III have shown that the degree of order increases with pressure, and that quantum effects increase the localization of the protons, contrary to elementary considerations. However, at the temperatures of interest for planetary interiors quantum effects should play a negligible role, and have in fact been neglected in most DFT-based, but not in Quantum Monte Carlo (QMC) simulations. At finite temperature, first-principles simulations have been carried out to investigate the structure of the liquid at various conditions of pressure and temperature. At relatively low temperatures ($\sim 3000 \text{ K}$) and high pressures ($>150 \text{ GPa}$) the liquid was found to be mostly monatomic [180], although peculiar filamentary structures have been observed [181]. Recent ab initio simulations at pressure varying from 75 to 175 GPa and temperatures close to the freezing line (1500 K) have provided evidence for a liquid-liquid first-order transition between a molecular and a dissociated phase [182] (Fig. 16). The transition is accompanied by a 6% increase in density and by metallization. The transition might end at a critical point located below planetary temperatures and may not be directly related with the PPT described above. However, the nature of the liquid in the “supercritical” region above the critical point, that is along the pressure-temperature isentrope of giant planets, could be more complex than previously thought. A number of thermodynamic and dynamical anomalies are known to occur above the critical point. These include a maximum in the temperature dependence of the pressure along the isentrope [184] and a minimum in the pressure dependence of the sound velocity, with important implications for the interiors of giant planets [185].

The conductivity calculated with a Kubo-Greenwood formulation [180] appears to overestimate by almost one order of magnitude the conductivity measured along the multiple-shock compression curve achieved in gas-gun experiments [186]. Although this may indicate a problem in the determination of temperature in experiments, the discrepancy might also be attributed to the insufficient size of the simulation box. Determinations of the pressure-vs-density equation of state along the principal Hugoniot of deuterium [187, 188], i.e. at much higher temperatures and thus closer to the Jupiter and Saturn profiles, are in strong disagreement with laser-shock experiments [189], simulations showing a much smaller compressibility than experiments. Laser-shock experiments have been seriously questioned however. Inclusion of spin in the description of electronic states improves, but only marginally, the agreement [190]. At variance with the data at moderate temperatures ($\sim 3000 \text{ K}$), theoretical conductivities calculated [191] along the principal Hugoniot agree with optical reflectivity data [192]. Experimental and theoretical data for the conductivity of metallic compressed hydrogen are consistent with the strength and the complex pattern of the magnetic field measured at Jupiter [184]. Planetary models are however seriously challenged by atomistic simulations in at least two respects. The sound velocity of dense hydrogen calculated by first-principles molecular dynamics does not seem to be compatible with available planetary models [193]. Moreover, similar calculations have suggested that helium is fully miscible in hydrogen [194], again contrary to evidences from planetary modelling [195] but also with previous ab initio calculations [196]. More theoretical work is clearly needed before this issue can be considered as settled. Data from the Cassini spacecraft orbiting Saturn will be instrumental to provide further constraints on helium concentration and density profile.

3.2 Uranus and Neptune

Ab initio modelling of the planetary “ices” which compose Neptune and Uranus has so far focused primarily on trying to understand the properties of the three constituents — water, ammonia, and methane — separately.

The fate of methane ($\text{CH}_4$) at very high pressures and temperatures has received a lot of attention even before the Voyager flybys, in the early 80s, when shock-wave experiments have provided evidence of a transition that has been initially interpreted as due to full dissociation of methane into its constituent elements, carbon and hydrogen [197]. First-principles simulations have suggested that a more subtle chemistry may pre-empt full dissociation. For-
mation of hydrocarbons of molecular weight higher than methane has in fact been reported on the basis of constant-pressure simulations at 100 GPa and 4000 K [198]. Evidence for hydrocarbon formation has been later confirmed by static laser-heated diamond-anvil cell experiments [199], although at a considerably lower pressure than in the simulations. The separation of methane into rising hydrogen and sinking diamond likely releases gravitational energy to drive the convective motions of the planet’s fluid interior. The amount of this energy appears to be large, comparable to the excess heat – over and above the heat received from the Sun – that infrared emissions indicate is released from Neptune’s interior.

Water (H$_2$O) and ammonia (NH$_3$) appear at low pressure as molecular crystals or fluids held together by hydrogen bonds. Extreme conditions have the effect of changing the relative strength of the hydrogen bond, either by thermal induced partial breaking of the directional O–H...O linkage, or by its pressure-induced symmetrization. First-principles simulations have reproduced the pressure-induced symmetrization at low temperature [200, 201], although the precise value of the transition pressure could only be obtained by properly treating quantum effects on the protons [202]. The calculated infrared activity of ice across the symmetrization [203] compares favorably with experiments. At high temperature, partial collapse of the hydrogen bonding has been observed close to the critical point [204, 205], and its almost complete collapse has been reported at 10 GPa and 600 K [206]. At higher pressures and temperatures water becomes completely ionized, as a two-component fluid above melting and as a superionic phase below melting and for temperature above 2000 K [207]. Ionic conductivities in the fluid confine rather well with shock-wave measurements [208] at similar conditions. Experimental and theoretical conductivities are consistent with the strength of the magnetic field measured by Voyager during its flyby at Neptune and Uranus. Finally, water is predicted to become metallic at temperatures exceeding 7000 K and pressures above 300 GPa [207]. Whether or not metallic water contributes to the planetary magnetic field is not clear. Metallic water appears at conditions which are only realized close to the planetary core, so the total volume of the metallic component is probably small. Metallic conductivities are however at least one order of magnitude larger than ionic conductivities, so the overall contribution of metallic water to the magnetic field may not be negligible.

4. Conclusions

Over the last 10 years ab initio simulations have become a powerful tool for studies of matter, especially at extreme conditions where experimental information is limited. Since this tool is relatively new in planetary sciences, there are many open problems awaiting the application of such simulations. Among the most challenging problems are:

1. the elucidation of the chemical interaction between the Earth’s core and mantle, including fractionation of Si, K, and siderophile elements

2. search for the structure of the phase III of hydrogen and the explanation of its infrared activity

3. more accurate studies of the miscibility in the H–He system and the fractionation of Ne between H and He

4. chemical reactions in the H$_2$O–NH$_3$–CH$_4$ system at planetary conditions, especially concerning diamond as a possible product.

Density functional theory (DFT) is the most popular (and usually the most accurate) basis for ab initio simulations. However, it has serious problems in describing van der Waals bonding and seriously underestimates band gaps in solids. Van der Waals forces become relatively less important than other contributions at high pressure — therefore, DFT is applicable even to molecular crystals at sufficiently high pressure [209]. The solution of the band gap problem is essential for the studies of metallisation under pressure. This problem is especially acute for Mott insulators, many of which (e.g., FeO) are represented as metals in standard DFT calculations — for more details on this problem see [210] and references therein. Mott insulators play a very special role in the Earth’s mantle and core-mantle boundary, therefore further progress of computational methodology is needed for a wider application of first principles simulation techniques in Earth and planetary sciences.
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